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Abstract—When implementing (semi-)automatic business pro-
cesses with services, engineers are facing two sources of vari-
ability. One source of variability are alternative refinements and
decompositions of requirements. The other source of variability
is that various (combinations of) services can be used to satisfy
the same requirements. We suggest a method based on the use
of a goal model and customizable services able to exploit these
variabilities to design executable business process. This method
improves the adaptability of the business process at runtime. We
illustrate the contribution of our method with an example.

I. INTRODUCTION

Although Service-Oriented Computing (SOC) promises to
leverage numerous advantages when implementing business
processes, the paradigm is still facing some challenges. Service
providers have to meet many varieties of customers with
sometimes slight differences in their business process require-
ments. Moreover those requirements are changing depending
on some contextual properties such as customer preferences.
While providing distinct and independent services to each
particular situation would reduce promised advantages such as
reuse, supplying a single service encompassing functionalities
of each situation would result in a large and complex service
description most of which would be useless for a given cus-
tomer to meet both reusability and context specificity. Service
providers should supply customizable services adaptable to
different situations.

Recently, more and more attention has been paid to service
variability, that is the “ability of the service to be efficiently
extended, changed, customized, or configured for use in a par-
ticular context.” [1]. Variable services can be used to improve
service adaptability, i.e. the ability of a service to respond
to changing circumstances. In this context, techniques such
as commonality and variability analysis or feature modeling
have been applied to services. They result in the definition
of customizable services which are services “whose runtime
customization by a customer will result in a particular service
variant matching the customer’s requirement” [2].

However, this approach implies a configuration process (i.e.
to resolve variation points) which raises different difficulties.
Firstly, although the use of features can reduce the number
of services in repositories, customizable services can be com-
posed of numerous features eventually resulting only in a shift
of complexity to another level. Secondly, current methods for
customizing services (e.g. [3], [4]) do not usually consider
that business goals can be satisfied by alternative business
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processes resulting in the consideration of a subset of all the
possibilities. Finally, deciding about which features will be part
of the selected service variants taking part in the executable
business process requires the definition of decision criteria
for comparing services from a functionality perspective. It is
necessary to measure their contributions to the satisfaction of
the business goals.

This paper provides a method to semi-automatically gen-
erate a service composition and select its composing services
at runtime. The composing services are derived from cus-
tomizable services. The framework of customizable services
we use was suggested by Nguyen et al. [2]. The method
consists of 5 steps: description of a goal model, selection of
customizable services to be part of the service composition,
mapping between business goals and those service feature
descriptions, resolution of a feature-extended goal model and
finally, selection of the service variants. The innovation of
this approach is twofold. Firstly, it provides a way to handle
simultaneously the complexity of two different sources of
variability: there exist different business process alternatives
to satisfy the business goals and there exist different services
that can implement a particular business process. Secondly,
it improves the adaptability of the business process execution
by selecting at runtime which are the service variants to be
selected and how they will be composed given the particular
execution context.

The remainder of this paper is structured as follows. After
providing an overview of our method in Sect.Il,we discuss how
to describe business process goals in Sect.IIl. The next section
presents the concept of customizable service and describes how
to map service features and business process goals. Service
variant identification and selection are discussed in Sect.V. We
then present related work in Sect.VI and finally, we conclude
in Sect.VIL

II. OVERVIEW OF THE METHOD

In this section we provide an overview of our method.
It consists of five steps, each of them resulting in artifacts
to use in the following steps. Final artifacts are the BPEL
specification of the service composition and the WSDL of the
selected service variants from the partner services. The three
first steps are design-time steps while the last two steps are
executed at run-time for each execution of the business process.
Fig.1 depicts all steps and each artifact.

The first step of the method is the drawing up of business
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process goals and softgoals. It consists in gathering and refin-
ing the goals of the business process into a set of business tasks
and domain assumptions. This goal model will be used later as
basis to generate the executable business process specification.
The use of a goal model instead of a common business process
model language such as BPMN is motivated by the fact that a
goal model allows to consider alternative generation of BPEL
specifications for a specific context [5], [6].

Once the goal model is defined, we select a set of customiz-
able services able to potentially meet goal satisfactions. Those
customizable services are described with the language WSVL
(Web Service Variability description Language) suggested by
Nguyen et al. [2]. In this language, customizable services
consists of a Service Description (i.e. the complete capability
of the customizable service), the Feature Description (i.e.
the description of the variability of the customizable service
in terms of features) and the Mapping Description (i.e. the
mapping between the service features and the service capabil-
ities). Our framework allows to compare several customizable
services which are candidate for the service composition to-
be. E.g., if we need some payment services in order to satisfy
business goals, different customizable payment services can
be taken into account. The selection will be performed at run-
time depending on execution context as well as some decision
criteria defined in the following steps.

The third step of our method consists in mapping the
service features to the tasks of the goal model. It requires
as inputs both the goal model and the Feature Description
of the selected customizable services. During this mapping,
engineers have to carefully identify the set of assumptions
establishing conditions of business tasks realizations. They can
be classified into four types of assumptions: fask realizations
assumptions, contextual properties, goal-feature interactions
and cross-services interactions. This step closes the design
time and results in an feature-extended goal model.

Generation of service variants
by service suppliers

WSDL of
partner services

‘ Customer Financial report O
Payment constitution
Fig. 2. The coarse-grained business process of the financial example

At run-time, when the execution of the business process is
triggered, the BPEL code is generated on the basis of the ex-
ecution context (i.e. which contextual properties and domains
assumptions are verified). Then automatic reasoning methods
are applied on the feature-extended goal model in order to
identify sets of service features which are able to realize the
tasks of the generated service composition (i.e. step 4). The
selected features are send back to service providers which
can dynamically generate the service variants that the service
composition have to invoke during its execution (i.e. step 5).
Eventually, the change of requirements due to new experience
with selected service variants can result in the adaptation of
the goal model. This is modeled with the feedback loop dotted
arrow in Fig 1.

The remainder of this paper outlines the proposed method
in more detail and uses an example about developing a
financial service-oriented application.

III. GoAL MODEL

In the first step of the method, we focus on the business
process where customers should be provided with an analysis
on financial assets after reception of a payment. The coarse-
grained business process is depicted in Fig.2.

A business process (BP) is a sequence of activities an
organization has to perform to achieve a particular business
goal [7]. Depending on contextual properties, these business
goals can change as well as the conditions to achieve them.
Moreover, the particular execution of the business process will
depend on runtime properties such as customer preferences



(e.g. reliability, performance...), service availability and so on.
Although goals are central in the definition of a business
process, relatively few approaches explicitly deal directly with
business goals and their contextual satisfaction. Current BP
modeling techniques, such as BPMN, describe the sequences
of activities and synchronization in processes, but do not model
the business goals that the processes achieve. On the contrary,
the use of goal models allows to specify and select between
alternative activities and alternative sequencing. Lapouchnian
et al. described an approach to capture alternative business
process specifications satisfying a common set of goals [5].
Their approach can be used to (semi-)automatically generate
executable business process (e.g. in BPEL). Moreover, Ali et
al. developed a goal-oriented framework improving the self-
contextualization of systems [6]. In this section, we introduce
goal models and the enrichments provided by both previously
cited work. These concepts are illustrated by our financial
example.

Our method uses the requirement modeling language
Techne [8]. It is a formal propositional language without a
graphical representation (although for convenience, we pro-
vided a graphical representation of the goal model in Fig.
3). We choose this formal requirement modeling language
for three main reasons. First, it is based on a non-monotonic
propositional logic which allows automatic reasoning. Sec-
ondly, since it is based on the CORE ontology for requirements
[9], it is compatible with other goal-oriented requirement
modeling languages such as i* or KAOS. Finally, the capability
to model domain assumptions allows the self-contextualization
of the system.

In Techne, we assume that requirements are either atomic
proposition (p, q, r...) or well-formed formulas (wffs) (¢, 9,
v...) which are categorized according to the core ontology for
requirements engineering [9]. A requirement is

g: a goal if the proposition expresses a desire, i.e.,
it states a property that we want to see holding;
e.g., g(p1) “Financial reports are provided to
customers” at the bottom right in Fig. 3;

t: a task if the proposition says what to do; e.g.,
at the bottom left in Fig. 3, t(p1s) “Execute an
analysis” is a task;

q: a quality constraint if the proposition places a
constraint on desirable values of a quantifiable
property; e.g. q(ps) states that“more than 1 asset
type is provided” (Fig. 3, top left);

s: a softgoal if the proposition refers to a desirable
value of a property in such a way that it is not
possible to identify exactly which value, or range
of values of that property it refers to; e.g., in Fig.
3, s(p29) “Interface is userfriendly” is a softgoal;

k: a domain assumption if the proposition states a
belief of stakeholders; e.g., in Fig. 3 (bottom left),
k(p17) is a domain assumption over the proposi-
tion “employees are allocated to the execution of
analysis”. k(p) = k((t(p16) Ak(p17)) — g(p14))
is an example of a domain assumption that is a
wif rather than an atomic proposition;

A requirement can be mandatory, optional, or neither.
g(p1)M “financial reports are provided to customers” is a

mandatory goal, meaning that it must be satisfied. Optional
goals are goals for which it is desirable that they are satisfied,
but we will still accept a business process which fails to satisfy
them. Triangles I in Fig. 3 refers to the inference relation
where incoming arrows are linked to the premises and the
outcoming arrows to the conclusion: for example, an inference
node shows that we can deduce g(p14) from t(pis), k(p17),
and the wff k(¢0) = k((t(p1s) A k(p17)) — g(p14)), since
modus ponens is allowed in Techne. Domain assumptions
consisting of wffs such as k(¢) can then be considered as
representing operationalization of goals by tasks. In other
cases, such as k(¢) = k(g(p2) A g(ps) — g(p1)), a wif
represents a goal refinement. In this last example, p; is refined
by an AND-link in two sub-goals: p, “financial reports are
constituted” and p3 “analysis is paid.” All goals are eventually
refined in tasks and domain assumptions.

Inconsistent requirements are in a conflict relation C, e.g.,
we assume in Fig. 3 (top, middle) that g(pis) cannot be
satisfied together with t(pog), and this is represented as the
assumption k(p) = k(g(pis) A t(ps) — L). If we can
deduce both, then we will also conclude logical inconsistency.
Notification of market events requires that customers subscribe
to the service. Then the single payment method is in conflict
with this goal.

A. Self-contextualization of business process

The whole set of domain assumptions K, goals G, quality
constraints (), softgoals S and tasks 7" forms an r-net (infer-
ences and conflicts being included as wffs in K).

Definition 1 (R-net R): An r-net is the tuple R =
(K,G,Q,S,T), where K, G, Q, S, T are respectively the
sets of domain assumptions, goals, quality constraints, soft-
goals and tasks that were elicited from the stakeholders of
the system-to-be or otherwise obtained during requirements
engineering.

By applying goal models to business process specification,
we can reformulate the business process requirement problem
as consisting in finding a set of tasks 7" satisfying business
goals G, softgoals S and quality constraints () given a set
of satisfied domain assumptions K* , formally K* T* |
~ G,Q,S [9]. Domain assumptions set the stage for the
execution of tasks, as they state conditions in which the tasks
need to be executed. This reformulation highlights the crucial
role played by the set K for the self-contextualization of
the business process executions. Depending on which domain
assumptions are confirmed at run-time, a particular business
process specification should be generated in order to satisfy

G,Q and S.

B. Generation of executable business process from goal model

In order to model the control flow of the business process,
Techne needs to be enriched with the annotations suggested
by Lapouchnian et al. Some example of the annotations are
given below. For more information (e.g. for conditions, loops,
event handlers..) we refer to [5].

6,99

e  Parallel (“||”) and sequence (*;”) annotations can be
used with AND-decomposed goals to specify whether
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or not the subgoals are to be achieved in a tem-

poral order. For example, customer payment g(ps)

and financial data providing g(p2) have to be done
sequentially in the process.

By default, in goal models, OR decompositions are

inclusive. Exclusive OR decompositions are marked
with the “X” annotation.

These enrichment are used to automatically generate an

executable business process specification in BPEL but it does
not affect other reasoning methods of Techne.

IV. CUSTOMIZABLE SERVICES AND FEATURES MAPPING

The second and third steps of our method consist in
selecting several customizable services and then map their
features to tasks of the business process. In this section we
focus on the mapping step. For the identification process of
customizable services, we refer to existing procedures such as
the one proposed in [10] (see also related work section).
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To illustrate our approach, we base our example on services
provided by xignite.com and Amazon and we model them
as two customizable services. xignite.com is a provider of
on-demand financial market data. Its services cover several
markets (stocks, precious metals, energy...) and provide dif-
ferent operations such as real-time quotation, delayed prices,
historical data and so on. For payment services we focus on
the Amazon Flexible Payment Service and consider it as a

3-variant customizable service (FPS, MPS and Aggregated
Payments)'.

Since feature modeling has proved to be a common and
convenient way to document variability in software product
lines, it is not surprising that recent research on service
variability has focused on the adaption of these techniques.
A service feature f is an increment in service functionality
[11]. In this paper, we focus on the logical expression of cus-
tomizable services as defined in Nguyen et al.’s framework. For

Thttp://aws.amazon.com/fr/fps/



more technical information on how to express a customizable
service with WSVL see [2].

Definition 2 (Customizable Service): A customizable ser-
vice § is a triple (SC, F'D, FM) where:

e S(C' is the comprehensive set of Service Capabilities,
e F'D is the Features Description,
e  F'M is the Feature Mapping

Feature descriptions (FDs) model relationships and con-
straints between all the features of a customizable service
specifying valid feature compositions (i.e. service variants).
There are several types of features: Mandatory, Optional,
Alternative and Or [12]. Graphical representations (i.e. feature
diagrams) are shown in the legend of Fig. 4. These feature
relationships can be model as propositional formula [13]. For
example, given a parent feature f; and a child feature fo,
Mandatory and Optional relationships are f; — fo and
fo — fi. In addition to feature types, feature diagrams
can include graphical or textual constraints. They represent
relationships among features that cannot be captured by feature
decompositions. As both feature types and feature constraints
can be represented using propositional formulas, we consider
that they constitute a whole set of constraints. Fig.4 depicts the
comprehensive Feature Description as a feature diagram for the
xignite and Amazon.com customizable services. Formally, we
define the feature description and the service variant as:

Definition 3 (Feature Description): A feature description
is a tuple FD = (F,®) where:

e ['is a set of features f;,

e ® is a conjunction of propositional formulas ¢ de-
scribing constraints on those features, i.e. Mandatory,
Optional, Alternative, Or, Mutual exclusive and Re-
quire relations.

Definition 4 (Service Variant): A service variant sv de-
rived from a customizable service S = (SC, FD, FM) is the
subset sc C SC such that feat(sc, FM) = .

where feat(sc, F'M) is a function returning the correspond-
ing features of a set of service capabilities. For example, a
service variant for the xignite service could be the set of fea-

tures s, = { f1, f2, f3, f5, f7. fo, fi3, f15, f17, f1s, f19, fao}. It

corresponds to the service XigniteMetals?.

Once customizable services have been identified, business
analysts and engineers have to map features to goal model
tasks. This mapping, noted K’, will be used to identify
service variants S able to implement the business process tasks.
Formally, we can describe this mapping problem as finding
K’ and S such that K',S |~ T, where S is a set of service
variants and K’ is a new set of assumptions establishing,
among others, conditions of business tasks realization, i.e.
the mapping between the service features and the business
tasks. Resolving this problem raises two questions: (1) Can we
identify some particular categories in K’ setting conditions for
business tasks realization? (2) What is the relation between the
business process (i.e. a particular sequence of tasks satisfying
the business goals) and a concrete service composition (i.e. the
executable business process and its partner service variants)?

Zhttp://www.xignite.com/xMetals.asmx?WSDL

A. Assumptions on Business Tasks Realization

K’ captures assumptions about how service features can
realize business process tasks present in the requirements prob-
lem of the business process. The comprehensive specification
of K’ for our example is given Tab.I. Since those assumptions
will be used to extend the r-net, we take care to define
new domain assumptions either as atomic propositions or as
implications with a conjunction as the antecedent.

For example, k(vs) = k(f5 A f5 — t(p2)) states that if
features f4 “Pay” and f “Single Transaction” are belonging
to the payment service variant, then this service can realize
the task t(pog) “Pay per analysis”. This kind of domain
assumptions which describes conditions for the realization of
tasks will be referred to as task realization assumptions, noted
K. It is interesting to note that service features are generic
functionalities and can participate in the realization of different
tasks (for instance fi7). Obviously, the generic level of a
feature is dependent of the feature granularity defined in the
WSVL. On the other hand, a business task can be realized by
different sets of features.

However, some business tasks do not always require spe-
cific service features to be executed. For example, consider the
proposition pis “execute an analysis”. Although this propo-
sition is labeled as a task, we can consider that it refers to
the expectation that the stakeholders will have the intention to
participate in some goal satisfaction without any involvement
of the feature-composed system-to-be. Using the BPMN termi-
nology, it consists of a human activity. Consequently the single
domain assumption k(k(psg) — t(p16)) where psg states “the
analysis is performed by an employee” seems enough. Those
domain assumptions form the set of contextual assumptions,
noted, K¢.

Due to implementation constraints, some service features
can have side effects on the softgoals satisfaction of a particular
business process while such relation was not considered during
the analysis of the goal model of the business process. An
example is a goal model where the security is a softgoal s;
of the business process. At the goal modeling level, nothing
suggests that the task ¢; can threaten s;. Consider now, that
feature f, can realize ¢;. However, due to some implementation
issues, f, will be in conflict with s;. Engineers will have to
take this new information into account. We see that this relation
is really dependent on the interaction of features and business
process models. It is possible that another customizable service
provides a feature f, which is also able to realize ¢; without
conflicting with s;. On the other side, f, can realize a task ¢,
in another business process without being in conflict with the
security requirement of this business process. This interaction
can also appear with particular combinations of features. We
model those sets of interaction as a conflict between a set of
features, softgoals and quality constraints and we called it the
set of goal-feature interaction assumptions K.

Finally, we can identify some feature interactions between
features of different customizable services which will be part
of the same service composition, e.g. incompatible communi-
cation protocols. We denote those cross-service interactions as

Kx.

We can then formally define K/ = K1 U K71 U Ko U Kx.
This set of new assumptions is used to extend an r-net with
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information about service features and how they can realize
business tasks. Those assumptions are used in order to form a
feature-extended r-net.

Definition 5 (Feature-extended r-net (ri-net)): Given a set
of feature descriptions FD = {F Dy, ..., FD,} and a r-net R,
an ry-net is defined as a tuple R, = (R, FD, K’) where K’
is the set of feature related assumptions.

In Sect. I1I-A, we defined the business process specification
problem as consisting in finding a set of tasks 7' satisfying
some goals G, softgoals S and quality constraints () given
some context K, formally K, T |~ G, S, Q. We then defined,
in Section IV, the mapping problem as consisting in finding a
set of service variants S as well as the conditions K’ under
which they realize the business tasks, formally K/, S |~ T.
One could then suggest that if those two relations are true,
then we can conclude that K, K',S |~ G, S, Q, i.e. we have
found the service variants able to satisfy the same goals as
the tasks 7' did. This is however not always the case since
some goal-feature interactions can block the satisfaction of
some softgoals and quality constraints. Actually, services have
per se some technical constraints which restrict the business
goal satisfaction. They are modeled in our framework as a
piece of information (/;) which is added and restricts previous
established conclusions on regarding goals, quality constraints,

or softgoals satisfaction. This issue illustrates one reason for
the need for non-monotonic reasoning which justified the use
of Techne.

Another property of S is that it can realize different
requirement solutions. Consequently, it is interesting to notice
that the relationship between S and goal model solutions is
a m*n relationship because a goal model solution can be
implemented by different set of service variants and a set of
service variants can implement different goal model solutions.

V. SERVICE VARIANTS IDENTIFICATION AND SELECTION

In the last two sections, we discussed design-time related
considerations. In this section, we focus on run-time issues of
identifying and selection service variants.

At runtime, when the business process start is triggered,
the execution context (i.e. verified K’ and K) and customer
preferences (e.g. which goals and softgoals are preferred) have
to be specified. On the basis of this context, the BPEL speci-
fication is generated and all candidate solutions are identified
thanks to Techne automatic reasoning methods [8].

Definition 6 (Candidate Solution in ry-net): Given a r¢-
net Ry, atuple s = (F*, K", K* SLA) is a candidate solution
of a service composition where F'* is a set of service features



TABLE 1.

SET OF ASSUMPTIONS ON TASK REALIZATIONS

k(v1) = k(fe A f15 A fi7 A fa3 — t(p7))
k(v2) = k(fs A fie A f17 A fa3 — t(pe))
k(v3) = k(f7 A fa1 = t(p11))

k(v4) = k(fe A f21 = t(p10))
k(vs) = k(f2 A f20 = t(p19))
k(ve) = k(f2 A f7 — t(p26))
k(vr) = k(f3 A fg = t(p27))

k(vs) = k(fé — t(p32))
k(vo) = (f(s — t(p22))
k(v10) = k(fﬁ — t(p23))
k(v11) = k(fy — t(p24))
k(v12) = k(f7 A fir — t(p13))
k(v13) = k(fe A fi7 — t(p12))
k(v14) = k(k(pso) — t(p16))

and K'* and K* are respectively the set of tasks realizations
conditions and the set of domain assumptions, if:

e F* € P(F), where F is the union of all the service
features of FD,

e K™, K* and F’* are not logically inconsistent,

o K™ K* F*|G*Q* S* where G* CG, Q* CQ
and S* C S,

e (G*, Q* and S* include all mandatory goals, quality
constraints and softgoals,

e F™ is a valid set of service variants, i.e. for each ser-
vice variant sv; described in F™*, it exists a I'D € FD
such that sv; = ® and Phi € FD.

e K'*, K* and F* are minimal, ie. 1K', K € Ry or
3F’ C F* such that K’ UK ¢ K™ UK* or F'
is a valid set of service variants, and K’, K, F’ |~
G*7Q*,S*,

e SLA:F* - (Y7 x
properties to F'*.

. x Y,,) associates a tuple of

The service level agreement (SLA) function is used as ad-
ditional decision criteria for selecting service variant satisfying
the same set of goals, softgoals and quality constraints under
the specified contextual conditions. The tuple dimension m of
the SLA output depends on the number of factors used to eval-
uate the quality of a service variant. In our example, we used a
simple case of SLA which returns a real number representing
the cost of the service variants F, i.e. SLA : F — R. It is
illustrated in Fig. IL.

In order to illustrate our approach, consider the iden-
tification step for a runtime context in which the do-
main assumptions k(ps4) “customers have a credit card”
and k(pse) “customers want stock information” would be
verified. Then several service variants can be identified.
For the service partner Amazon, two service variant can-
didates are identified: sva1 = {f1,f5, [ 4, fE, 16, fo}
and svay = {f]/_7fé7fé7fﬁi7 El)’f(/iafé} Regarding the fi-
nancial service variants, there are three service variant
candidates svy1 = {f1, f2, f3, f5, fo, f13, f1a, f15, f17, fos}s
SUz2 = {flaf27f3,fs»fﬁ,f13,f147f167f177f23} and svz3 =

{f1, fa, f3, f6, f13, f14, f17, f20, f21}. Those five service vari-
ants can be used to compose 5 different web service com-

positions (since sv4i1 is not compatible with sv,3 because
of the conflict relationship). Those webservice compositions
are described in Table II. For convenience, we illustrated the
service composition with BPMN and not BPEL.

Once all candidate solutions have been identified, we select
the optimal solution by applying a decision method taking into
account customer preferences. Determining such a decision
method is out of this paper’ scope but broadly speaking, it

consists of selecting the service composition which maximizes
the utility function.

VI. RELATED WORK

In this paper, we suggest a method to semi-automatically
specifying a service composition by generating a BPEL spec-
ification and selecting service variants. We based our work
on two main fields of research. Firstly, research on service
variability and secondly, research focusing on the link between
goal models and business process specifications.

Modeling services variability thanks to features or variation
points is an emerging approach and more and more research is
conducted in this direction. As already mentioned, Nguyen et
al. suggested a framework for specifying customizable services

[2].

Chang and Kim [3] studied the comparison between Soft-
ware Product Line Engineering and SOC on the basis of
different criteria. They suggest that core assets from SPLE and
services from SOC have slightly different characteristics. They
also make a distinction between four kinds of variability in
service variability: workflow, composition, interface and logic
variability.

In order to reduce the complexity of large services, Stoll-
berg and Muth proposed a meta-model introducing variability
concerns in services [14]. The approach allows to reduce
complexity of large services by providing consumers with cus-
tomized services in place of a large generic service. Moreover,
their research focuses on large and complex services instead of
service families. They mainly deal with the granularity issue.

Feature modeling is not the only solution that received at-
tention from academics to model service variability or business
process variability. Other approaches have been suggested such
as methods using UML or business process diagrams [7], [15].

In order to ease the identification of services, Zachos and
Maiden proposed an algorithm for retrieving web services in
domains that are analogical to a current requirements problem
[10]. This could be used in the second step of our method.

The selection of services was also studied by Comuzzi et al.
[16]. They describe a matchmaking algorithm for the ranking
of functionally equivalent services. Our method differs from
their proposal as it allows to compare functionally different
services.

Regarding links between goal models and business pro-
cesses, we can mention several works. Lapouchnian et al.
[5] have used goals to configure business processes. They
provide some goal model enrichments in order to annotate
them with data dependencies or precedence constraints which
are important in business processes.
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Ghose et al. have studied the applicability of such methods,
i.e. deriving business processes from goals, in particular, the
challenge of quickly generating large numbers of effective
process designs [17].

A method of self-optimization of service based applications
(SBA) was suggested by Gehlert et al. [18]. They show how to
decide whether a SBA should use a newly available services.
In order to make this decision, they focus on goals satisfied
by the new service and the current application. Goals are
described by means of a Tropos goal model in which plans
are service descriptions. However, they make no distinction
between service variability and business process variability.
Moreover, they focus on service selection and do not approach
the service composition generation.

In [19], the authors focus on a service tailoring process
in the homecare domain. Their method allows to compose
and configure existing services, based on the user’s specific
requirements which are expressed in terms of goals and
preferences. However, they map tasks directly to services and
do not use the concept of features what reduces the approach
to a service selection method and not a service customization
method.

VII. CONCLUSION AND FURTHER WORK

In this paper, we suggested a method using goals and
customizable services to generate service compositions and
select partner services depending on execution conditions at
runtime. This method consists of 5 steps: description of a
goal model, identification of customizable services, mapping
between goals and features, resolution of a feature-extended
goal model and finally generation of the service variants.
It is based on and extends previous work completed in the
domains of service variability and goal-driven business process
specification.

The suggested method exploits both alternative BP specifi-
cations and service variability in order to satisfy business goals.
Moreover, non-functionally similar services can be compared
and their contribution to goals satisfaction are assessed. By
means of an example, we illustrated the contribution of our
approach.

We intend to continue our research by developing a tool
supporting our method. We also need to integrate cardinalities
in the service feature description and relate them with Techne.

Selection of multiple service variants requires more investi-
gation, in particular in the way we handle multiple variants
selection of the same customizable service for a given business
process specification.
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